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A Learning-optimization Diffusion Policy Approach
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Fig. 1: (a) Different issues of the trajectory generation of the vanilla diffusion policy across grippers without the policy
retaining. (b) Our policy aims to transfer pick-and-place skills across grippers without policy retraining while ensuring task
completion, involving (i) offline training the policy mg with data collected via a base gripper, (ii) gripper-aware mapping,
and (iii) online optimization adaption to enforce the generated trajectories to fit different unseen grippers.

Abstract— Current robotic pick-and-place policies typically
require consistent gripper configurations across training and
inference. This constraint imposes high retraining or fine-
tuning costs, especially for imitation learning-based approaches,
when adapting to new end-effectors. To mitigate this issue,
we present a diffusion-based policy with a hybrid learning-
optimization framework, enabling zero-shot adaptation to novel
grippers without additional data collection for retraining policy.
During training, the policy learns manipulation primitives from
demonstrations collected using a base gripper. At inference,
a diffusion-based optimization strategy dynamically enforces
kinematic and safety constraints, ensuring that generated tra-
jectories align with the physical properties of unseen grippers.
This is achieved through a constrained denoising procedure
that adapts trajectories to gripper-specific parameters (e.g.,
tool-center-point offsets, jaw widths) while preserving collision
avoidance and task feasibility. We validate our method on a
Franka Panda robot across six gripper configurations, including
3D-printed fingertips, flexible silicone gripper, and Robotiq
2F-85 gripper. Our approach achieves a 93.3% average task
success rate across grippers (vs. 23.3-26.7 % for diffusion policy
baselines), supporting tool-center-point variations of 16-23.5 cm
and jaw widths of 7.5-11.5 cm. The results demonstrate that
constrained diffusion enables robust cross-gripper manipulation
while maintaining the sample efficiency of imitation learning,
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eliminating the need for gripper-specific retraining. Video and
code are available at https://github.com/yaoxt3/GADP.

I. INTRODUCTION

Robotic pick-and-place operations form the cornerstone
of automated manipulation, which is essential for activi-
ties from household to industrial scenarios. A variety of
methods have been proposed to endow robots with pick-
and-place capabilities, including reinforcement learning [1]-
[3], imitation learning [4], and motion planning [5]. While
these methods have demonstrated the ability to manipulate
multiple objects (known or unknown) [6], [7], operate in
dynamic environments [5], or perform one-shot or few-
shot tasks [8], [9], they typically assume fixed end-effector
morphology throughout training and deployment. This as-
sumption restricts the transfer of pick-and-place skills across
grippers and compromises overall generalizability.

Recent research mitigates this limitation through multi-
embodiment learning strategies. For example, HPT trains
a transformer-based policy with large-scale heterogeneous
robot datasets covering diverse embodiments and tasks [10].
Wang et al. [11] employ latent space alignment to trans-
fer pick-and-place skills between different robot manipula-
tors. Despite promising results, these methods often require
substantial embodiment-specific data [10] or policy fine-
tuning to accommodate new gripper configurations [10],
[11], leading to additional adaptation costs and limiting
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deployment flexibility. This challenge is particularly pro-
nounced for behavior cloning algorithms, such as diffusion
policies [12], [13]. In online developments, switching from
a base gripper to one with a different morphology can shift
the end-effector’s tool-center-point (TCP), causing collisions
or missed grasps if a pretrained diffusion policy is naively
applied to generate trajectories, as shown in Fig. la.

We bridge this gap through an integration of diffusion
policy [12], [13] with a learning-optimization hybrid strategy.
This strategy allows the trained policy to fit new grip-
pers without policy retraining or fine-tuning, as shown in
Fig.1b. The policy first learns pick-and-place manipulation
primitives following diffusion policy, where the training
demonstration data is collected via a base gripper. During
the policy’s online inference, the base gripper is replaced
with a new one. To ensure the generative trajectories are
valid for new gripper configurations, we first incorporate the
gripper-specific dimensional offsets into the policy inputs,
and recast the traditional diffusion sampling process as a
constrained-optimization process. The optimization intro-
duces mathematical encoding of task and safety constraints
(e.g., object grasping, avoiding collisions) to the denois-
ing process, utilizing a quadratic programming optimization
method to incrementally refine an initially noisy trajectory
to conform to unseen gripper geometries. Crucially, this
approach does not require policy retraining or fine-turning,
thereby preserving flexibility for real-world deployment with
minimal overhead.

We validate our approach on a Franka Panda manip-
ulator equipped with various grippers for pick-and-place
tasks—including 3D-printed fingertips of different heights,
flexible fingertips, and the Robotiq 2F gripper—achieving
robust performance without policy retraining. Key contribu-
tions are summarized as follows.

¢ A learning-optimization strategy is introduced into the
diffusion policy, dynamically optimizing the generation
of trajectories to counteract the TCP offset problem
caused by switching grippers, thus ensuring task com-
pletion. This ensures the trained policy can solve pick-
and-place tasks with new grippers without retaining and
fine-tuning operations.

o A general formulation of the task and safety constraints
is designed for the optimization process. Moreover, a
cumulative trajectory refinement process is utilized to
preserve the trajectory’s temporal consistency.

o Real-world experiments across different grippers show
our method achieves 93.3% and 70.0% success rates
for seen and unseen objects, respectively—outperforming
baseline diffusion policies (23.3% and 20.0%).

II. RELATED WORK

Transferring robot manipulation knowledge between dif-
ferent embodiments can improve the policy’s flexibility
and generalizability for adapting to new tasks or hardware
settings [10], including the knowledge transitions between
different grippers [14] or robot manipulators [10], [11],
[15]. For example, Zakka et al. [14] combine the temporal

cycle-consistency method with imitation learning to learn
an invariant feature space for different embodiments, em-
powering robot manipulators (target domain) to perform the
tasks by imitating video demonstrations of human experts
(source domain). While the feature correspondence between
the source and target domains has to be re-trained if a new
source or target domain is introduced. Wang et al. [11]
mitigate this limitation by learning a feature latent space
for the source (a 7DoF manipulator) and target (a 6DoF
manipulator) domains alongside the encoder and decoder
for each domain. Then, they employ adversarial training
and cycle consistency for latent alignment, which aligns
the target encoder-decoder to that of the source domain,
respectively. Similarly, in [15], the authors employ latent
alignment for source and target domains, achieving knowl-
edge transferring between heterogeneous manipulators. By
leveraging large-scale heterogeneous robot data, Wang et
al. [10] propose a heterogeneous pre-trained transformer
(HPT) that can perform different tasks across heterogeneous
robot manipulators.

However, the manipulation knowledge transition of these
approaches relies on transfer learning or domain adap-
tion/alignment [10], [11], [15], where introducing new hard-
ware configuration (e.g., grippers) to the policy require fine-
tuning policy [10] or retraining auxiliary networks (e.g.,
encoder and decoder) [11], [15], limiting the flexibility of
the policy. Our method circumvents these fine-tuning and
retraining operations by integrating a learning-optimization
hybrid strategy into diffusion policy [12], necessitating the
introduction of task-oriented constraints for new hardware
configurations and employing optimization during the policy
online inference phase to ensure completion of the task.

Diffusion models have shown promise for solving
decision-making tasks, including motion planning [16], [17],
imitation learning [12], [13], [18], and reinforcement learn-
ing [19], [20]. When solving decision-making tasks through
generative models, the policy needs not only to accomplish
the task goal but also to satisfy certain task constraints,
such as collision avoidance. Some works add a residual
loss to the training objectives if the task constraints are
consistent during the policy training and inference [17],
[21]. A more flexible method is training diffusion models
via classifier-free guidance [22], introducing conditioning
variables that represent constraints into the policy training,
such as physical constraints for guiding human motion gener-
ation [23]. However, the model conditioning encourages the
generated samples to adhere to task constraints rather than
strict guarantee constraints [24]. Alternative post-processing
methods draw constraints into the last denoising stage of the
sample-generating process and obtain samples that satisfy
the constraints by solving an optimization problem [25],
[26]. As the optimization problem does not consider the
unknown data likelihood, post-processing may result in sam-
ples significantly deviating from the data distribution [27].
To mitigate this issue, an iterative projection is integrated
into the denoising process, confining each generated sample
to the constraints. Some works employ it for sequential



decision-making [24], which is time-consuming. Or model-
based trajectory control [27], falling short of seamlessly
adapting to a new model since introducing a new gripper
changes the robot dynamics. Our approach utilizes projection
alongside optimization techniques in the denoising process
but mitigates the time consumption and makes the policy
seamlessly adaptable to new grippers.

III. BACKGROUND ON DIFFUSION POLICY

Denoising diffusion probabilistic models (DDPMs) [28]
are generative models that iteratively refine noisy data
samples to match a target distribution. They employ two
complementary Markovian processes: a forward diffusion
process that incrementally adds Gaussian noise to an original
data sample 2 over k steps, and a reverse denoising process
that removes the accumulated noise step by step. Building
on this foundation, Diffusion Policy [12] adapts DDPMs for
robotic manipulation. In this setting, a policy mg(A; | O;) is
trained via behavior cloning to generate action sequences
conditioned on visual and robot state observations. The
model injects noise into the action samples during training
and learns to predict this noise over multiple denoising steps,
thereby guiding the policy to produce coherent actions at
inference. Specifically, at test time, the reverse denoising
process is iterated K times to times to obtain a “clean”
action sequence A?. Concretely, assume a horizon T}, and a
state sequence O = {071, 41, 0t—T, 42, - - -, 0t . The policy
generates an action sequence A; = {a¢, at41,...,0t47,-1}
based on the learned diffusion mechanism. After executing
Ay on the robot, new sensor readings yield a subsequent
state sequence O, r,, from which the policy infers the next
action sequence. By iterating this diffusion-based inference,
the robot continuously adapts its actions to changing envi-
ronment states, enabling robust long-horizon control.

IV. METHODOLOGY
A. Problem Statement

We formalize the challenge of gripper-agnostic manipula-
tion via diffusion policies through three core components:

o Gripper Configuration: Let G C R% denote the space
of two-finger gripper parameters encoding morphology,
maximum width w™?#*, and tool-center-point (TCP) z,
as shown in Fig. 2.

e Observation Domain: © = S, X S;op Where S
represents scene observations (3D point clouds) and
Siob = SE(3) x [0, g] the robot state (end-effector pose
Xee € SE(3), gripper width ¢)!. x. is gripper-agnostic
and reading from the robot. g is specific for grippers.

o Action Space: A C R% containing end-effector dis-
placements Ax.. and gripper commands.

The policy 7y is trained on demonstrations D = {7()} ¥
collected with a reference gripper Gy € G. Each trajectory
7 = {(o4,a:)}_, satisfies: o; = (S%.,x%,¢?) and a;, ~
Texpert(-|0¢), Where superscript 0 indicates G parameters.

I'This paper forces on two-finger grippers problems in SE(3) space. SE(6)-
space and three-finger grippers implementation is future work.

Fig. 2: Gripper variants of different morphologies. (Unit: cm)

During deployment with novel gripper G; # G,
the observation-action distribution shifts due to (1) vi-
sual/kinematic differences O' # O, and (2) policy mis-
match pg(A|O?) # pe(A|O). This manifests as trajectory
divergence:

I = T lw > b, (1)

where W is the task-specific metric space and dy, the suc-
cess threshold, e.g., objects cannot be grasped with shorter
grippers, and collisions can result from using longer grippers.
To mitigate these issues, we develop policy 7, that main-
tains task performance under gripper variation, combining (1)
gripper-invariant knowledge learning and (2) morphology-
aware trajectory optimization to achieve w; without policy
retraining. The overview framework is shown in Fig. 3.

B. Learning Gripper-agnostic Grasping Knowledge

Visuomotor policies, like Diffusion policy and 3D Dif-
fusion Policy [12], [13], depend on visual observations to
generate robot trajectories. However, swapping out different
grippers during the online execution can alter visual obser-
vations (both RGB and point cloud inputs), as shown in
Fig.2. Such alterations lead to out-of-distribution trajectory
generations, reducing the task success rate [29]. To mitigate
this limitation, we introduce a gripper-invariant grasping
probability map Gpop as an additional observation compo-
nent, which captures object-centric grasp affordances that are
independent of end-effector geometry, thereby guiding the
policy to focus on relevant object features rather than gripper-
specific visual patterns. By decoupling object-related cues
from the gripper’s appearance, Gy, enhances the policy’s
robustness to variations in gripper morphology, maintaining
stable task performance across different grippers.

We adopt the Generative Grasping CNN (GG-CNN) [30]
for Gprop synthesis from depth images. GG-CNN is pre-
trained on the Cornell Grasping Dataset [31], which contains
885 RGB-D images with annotated parallel-jaw grasps across
240 objects. However, real-world pick-and-place manipula-
tions introduce two key challenges: (1) the hand-eye camera
moving with the robot, causing scale variations in object pix-
els, and (2) lighting changes disturb depth sensor readings.
These factors degrade GG-CNN’s output stability, i.e., Gprob,
and destabilize policy training and inference performance.
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(a) Multi-model observation (b) Trajectory inference with safety projection

Fig. 3: Overview of policy. (a) The multi-modal observation consists of robot pose S;,, scene point clouds Sy, and grasping
probability map G*

prob- Gripper morphological variations are encoded into S/, via gripper mapping. (b) Safety-Constrained

trajectory projection via online optimization process, enforcing the executive trajectory to satisfy task and safety constraints.

Gprob C. Optimizing Trajectory Generation

Original img  Depth img
The training scheme of our policy 7y is consistent with
that of Diffusion Policy (DP) [12], i.e. DDPM, with ob-
servations O* and MSE training loss. During inference, gy

" S\ ' £ employs Denoising Diffusion Implicit Models (DDIM) [32]

Casel - gripper: flexible, height: 0.18m, block sampling with 10 denoising iterations. However, our policy

introduces a strategy to enforce the generative trajectory

to fit different grippers, comprising gripper-geometry aware
mapping and safety-constrained trajectory projection.
Gripper mapping: Gripper morphological variations in-
. ) . duce the end-effector’s pose discrepancies during identical
Case2 - gripper: Robotig-2f, height: 0.08m, block object manipulation, primarily along: (1) vertical axis (z):
\
@I ’/ "“ tions i i
i predicted by mp across grippers.

/ - Let G () denote the reference gripper used during training,
Case3 - gripper: Robotig-2f, height: 0.14m, banana  and G;) represent a novel gripper of category i. We de-
Fig. 4: The gripper-agnostic grasping knowledge. Dynamic ~ fine differentiable mapping functions M (-) and M, (-) that
changes in robot pose and gripper variants cause changes Project G(;) parameters to the G(o) basis:

tool-center-point offset, and (2) gripper state (g): grasping
width differences. The discrepancies causes inconsistent ac-

in visual ObS.eI:V.atIOIlS; 1nclud1pg RGB-D images and obJect Z(i) = My (2() = 2() + Ah,

grasp probabilities, G, provides stable visual information.

4

90y = My(90) = a0y, @
where z(;) is the measured height of end-effector equipped
with Gy, Ahyy = 2 — Z(;) is the height offset from
reference gripper, g¢;y € [g™™", g™*] is the real-time grasp-
ing width, o) = g?éz)”‘/ gz?)ax scales widths. The mapping
parameters {Ah(;),a(;} are obtained through offline cali-
bration with mechanical measurement of gripper dimensions.

To address this issue, our solution involves: (1) threshold
filtering: discard pixels with Gy, < 0.7, (2) centroid
computation: O = - vazl(ui, v;) for remaining pixels, and
(3) region masking: generate G, through circular masking
(r = 30 pixels) about O. The map G, satisfies:

1, if ||(u,v) — O]z < 30 This transformation preserves the policy’s internal rep-

Gprob (U5 V) = | . - (2)  resentation while adapting to physical gripper properties,
P 0 , otherwise

’ enabling zero-shot generalization to novel end-effectors. Cur-

rent implementation focuses on translational pose adapta-
tion, and the rotational compensation remains future work.
During policy execution, the transformed pose S,
(2,9, zzi), gzi)) is fed to my instead of Sy, in (3), maintaining
O = g;mb X Ssee X Srot, (3) observation-space consistency across grippers.

This spatial filtering maintains grasp affordance informa-
tion while eliminating outlier predictions caused by sensor
noise, as shown in Fig.4. The policy observation consists of:



Safety-Constrained Trajectory Projection While gripper
mapping aligns geometric parameters, visual perception dif-
ferences from gripper morphology can still induce unsafe
trajectory variations. To guarantee constraint satisfaction,
we integrate a projection layer into the DDIM denoising
process [32]. The modified reverse diffusion step becomes:

affl = Proj, (uk(af,eg(af,ot,k))) , (5)
where Proj.(-) enforces safety constraints C through the
following two steps.

a) Constraint-aware denoising: For efficiency, pro-
jection activates only in the final denoising steps (k < 2). At
each step k, we solve a quadratic program problem:

vt = arg{cniHIIVfH%

vt (6)
S.t. Sr’ob(z)t + (af) + Vf' > Esafe

where ®(-) maps latent actions to Cartesian displacement,
which is denormalization in our case, €y, = 0.01 m (safety
margin), and v is the minimal corrective offset.

b) Temporal consistency enforcement: To maintain
safety over the policy’s T,-step action horizon (j € [0,7T, —
1]), we extend (6) with cumulative constraints:

J
() + D> ®(@f,,) + vk > e (7)
r=0

The projected actions af* = ®~[®(al) + v/f*] guarantee:

T,
Pl ({Sh(2)e4s > €ate} | =1, ®)
j=0

indicating the cumulative trajectory is always safe, with an
example of S/ (2)i11 = Sy (2): + (al*).

V. EXPERIMENTS

To evaluate our proposed method, we designed experi-
ments to (i) evaluate the stability of grasping probability
maps under different object and robot pose conditions, (ii)
validate different policy’s generalization for pick-and-place
tasks across diverse two-finger grippers without retraining
the policy, and (iii) assess the generated trajectory’s safety
and task completion issues across different policies.

A. Experiment Setup

The experimental setup employs a Franka Emika Panda
robotic arm equipped with interchangeable end-effectors,
including a native parallel gripper augmented with custom
3D-printed fingertips and a Robotiq 2F-85 adaptive gripper,
as shown in Fig. 2. Real-time control is managed via a
workstation running Ubuntu 20.04 with a real-time kernel to
ensure deterministic low-latency operation, while Diffusion
Policy framework is trained and executed on another work-
station with a NVIDIA RTX-4090 GPU and an AMD 7950x
CPU. Perception integrates an egocentric Azure Kinect DK
camera and a fixed Intel RealSense D455 camera. Sensor
data synchronizations are facilitated through ROS noetic.

Algorithm 1 Gripper-Aware Trajectory Generation

Require: Novel gripper G;, Observation o;, Safety margin
€safe, trained noise predicted ey
Ensure: Safe trajectory 7 = {a.447, -1}
/I Online Inference:
Srop < Mp(2(5)) = 2(5) + Ahggy // Gripper Mapping:
90y < My(9)) = a(i)9a)
Oy (g;rob’ Sscev Sr/ob)
af ~ N(0,1) // Diffusion Process:
repeat
k+ K-1,and K + K —1
al « N (un(art eo(al ™, 60,k +1)),0)
if £ < 1: // Safety Projection:
for j <~ 0toT, —1do
10: Vf_;_kj — argmuin ||Vtk+]||§

R A A R o e

J
11: S.t. SI{Ob(Z)t + Z q’(af;_r) + qu_j > €safe
r=0

. k — k k
12: a1, 1P [(I)(at:t+Ta—1) + Vt::—&-Ta—l}
13: until K =0
14: 7  Decode(a, ;)

B. Data Collection and Training

1) Data Collection: Our dataset comprises 59 expert
demonstration trajectories of pick-and-place tasks with the
gripper Gg in Fig. 2. Multimodal observations are captured
through three synchronized modalities: (1) Proprioceptive
states: including the 6-DoF end-effector pose and continuous
gripper width measurements obtained via the Franky API?;
(2) 3D point clouds are acquired via the D455 camera and
are processed with farthest point sampling. To estimate the
gripper-agnostic grasping probability map G, we adapt
the grasping probability representation from [33] to process
the Kinect camera’s depth and RGB images; (3) Kinesthetic
demonstration signals: recorded via a joystick controller
operating at 2Hz, encoding relative Cartesian displacements
alongside a one-hot encoded gripper action (open/closed).

2) Training: We select the Simple DP3 implementation
[13] as our policy’s backbone for efficiency. To integrate the
grasping probability map Q;mb into the policy framework,
we adapt Simple DP3 to Simple DP3 MM (Multi-Modal
Simple Diffusion Policy 3D). This architecture concatenates
three encoded inputs: Proprioceptive states and point cloud
features processed identically to Simple DP3; G, encoded
through a ResNet-18 network. The model retains the same
pruned UNet backbone as Simple DP3. Training follows the
original Simple DP3 procedure but extends the duration to
8,000 epochs to accommodate the additional modality.

C. Real-world Experiment

1) Evaluation of Grasping Probability Map: We eval-
vate the stability of grasping probability maps under three
perturbation scenarios, including graspable object variation,
gripper morphology, and viewpoint changes (i.g. end-effector

Zhttps://github.com/TimSchneider42/franky
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Fig. 5: Grasping probabilities map under different conditions.

TABLE I: KL divergence between distributions in Fig. 5.

| 62 | 6% | ¢ | 6% | ¢

KL(Giy G | 0.009 | 0929 | 0276 | 2.271 | 0.052

KL(G,).0.4) | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

prob >~ prob

heights). We define stability as the extent to which the
probability distribution of these maps remains consistent
across the different scenarios. If the variance in distribu-
tion is large, the resulting shift can adversely affect the
policy’s trajectory generation from training to inference.
Fig. 4 visualizes raw GG-CNN outputs Gy, versus our
processed maps g;mb across these conditions. Fig. 5 presents
the difference between Gpo, and g;mb through normalized
probability histograms, here only shows high-probability
parts (> 0.4). The baseline Gyop demonstrates multimodal
distributions versus our unimodal concentration. Moreover,
Tab. I quantifies the distribution difference across conditions
via KL divergence, indicating g;mb provides stable grasping
information against perturbations. The stabilized grasp cues
enable the policy to generate spatially consistent approach
trajectories despite sensory perturbations, which is critical
for reliable manipulation across grippers.

2) Policy Performance Comparison across Grippers:

(a) Setup: Our policy and baselines are evaluated in
different pick-and-place task setting, including utilizing dif-
ferent grippers and manipulating different objects. Notably,
all training demonstrations included only one type of gripper
(Gg) and graspable object (a pink block).

(b) Success Rate Definition: Picking the object from the
tabletop and placing it on a box is a successful trial. All other
outcomes are deemed failures, including failure to grasp the
object or dropping it during manipulation.

(c) Baseline and Ablation Study Setting:

« Diffusion Policy (DP) [12]: Implements a baseline
framework for temporal action sequence generation
through diffusion modeling. DP receives two viewpoint
RGB images from the Realsense and Kinect cameras.

« Diffusion Policy 3D (DP 3D) [13]: Extends the Dif-
fusion Policy paradigm by incorporating 3D spatial
reasoning. It receives point clouds from the Realsense
camera as visual observations.

¢ Ours w/o Projection: The trajectory optimization strat-
egy in IV-C is not activated in the online infer-

TABLE II: Pick-and-place task across grippers.

Block (unit: %)

Method ‘ Go ‘ Gy ‘ Go ‘ Gs ‘ Gy ‘ Gs ‘ 1

Diffusion Policy 20.0 | 0.0 | 60.0 | 40.0 0 40.0 | 26.7
Diffusion Policy 3D | 20.0 | 0.0 | 60.0 | 60.0 | 0.0 00 | 233
DP + Projection 100.0 - - - - - -

DP 3D + Projection | 80.0 - - - - - -

Ours w/o Projection | 100.0 | 0.0 | 60.0 | 40.0 | 0.0 00 | 333
Ours w/o G, 80.0 | 20.0 | 40.0 | 80.0 | 100.0 | 0.0 | 53.3
Ours 100.0 | 80.0 | 100.0 | 80.0 | 100.0 | 100.0 | 93.3

Banana (unit: %)

Diffusion Policy 20.0 | 0.0 | 40.0 | 60.0 | 40.0 | 20.0 | 30.0
Diffusion Policy 3D | 20.0 | 0.0 | 40.0 | 40.0 | 20.0 0.0 | 200
Ours w/o Projection | 80.0 | 0.0 | 40.0 | 40.0 | 0.0 20.0 | 30.0
Ours w/o G, 60.0 | 0.0 | 40.0 | 60.0 | 40.0 0.0 | 333
Ours 80.0 | 60.0 | 100.0 | 60.0 | 60.0 | 60.0 | 70.0

- The training data is collected with the base gripper G and a pink block.

- The initial pose and position of the object are identical across tests.

- G; indicates different grippers reported in Fig. 2. w/o: without this module. - Every
method is validated 5 times for each gripper, totaling 30 evaluations for calculating the
average success rate ;. across different grippers.

ence phase, including gripper mapping and safety-

constrained trajectory projection.

o Ours w/o G+ Utilizing RGB images from the Kinect
camera to train policy, instead of gripper-agnostic grasp-
ing knowledge ;‘mb.

(e) Quantitative results: Our method demonstrates gen-
eralization across diverse gripper geometries relative to
baselines. As shown in Table II, our method achieves an
average success rate of 93.3% on all gripper configurations
for the seen graspable object (block). In contrast, for the
original gripper Go, both DP and DP 3D exhibit notably
lower success rates (e.g., DP succeeds only 20%, while DP
3D fails entirely), primarily due to their imprecise motion
generation, resulting in collisions with the table. When
transitioning to shorter grippers (G2 and Ggs), DP and DP
3D can complete the task, as the reduced gripper length
diminishes the likelihood of collisions. Notably, our policy
without the Projection (“Ours w/o Projection”) is capable of
successfully completing the task for the original gripper Go;
however, it fails for grippers that deviate more significantly
from Gq (specifically, Gy, G4, and Gj5). Furthermore, for
the ablation setting with “Ours w/o ;‘rob”, the performance
on Gy, G3, and G4 is comparable to, or slightly worse
than, that of our full policy. However, when evaluated on
grippers that appear different from G from the perspective
of the Kinect camera (namely, G; and G5), its performance
degrades (the success rate ranging from O to 20%). These
results underscore the critical roles of both the Projection
and gripper-agnostic grasping knowledge G, in ensuring
robust generalization across varying gripper geometries. Our
method demonstrates robust generalization to unseen object
geometries compared to baseline approaches, as evidenced
by experiments with objects such as bananas. Our method
achieves an average success rate of 70%, outperforming
baseline policies. While DP and DP 3D occasionally succeed
(30% and 20%, respectively) when the unseen object is
placed identically to training demonstrations, their reliance
on position-specific motion primitives limits adaptability. For
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(b) A longer gripper: G1, Object: block.
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Fig. 6: Safety analysis of different methods under various conditions. Tool-center-point (TCP) height less than the safety
line indicates that the gripper collided with the table, causing the task to fail. If the TCP height is greater than the height
of the object, it indicates a failure to grasp the object (ungrasped).
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(b) Rollout of picking and placing an unseen banana with Robotiq 2F-85 gripper Gs.
Fig. 7: The rollout of our method for solving the pick-and-place task with unseen gripper and objects.

instance, DP’s rigid trajectory generation fails to adjust to
novel object shapes, often resulting in misaligned grasps
(e.g., sliding off the curved surface of a banana).

When object positions are randomized, both DP and
DP 3D collapse entirely (success rate is 0). Notably, our
projection module plays a pivotal role in handling un-
seen geometries. Compared to the ablation without gripper-
agnostic grasping knowledge “Ours w/o G ", our policy
exhibits a better understanding of grasping unseen objects by
leveraging gripper-agnostic grasping knowledge. Similarly,
our policy without the Projection module (“Ours w/o Pro-
jection”) is still able to locate the grasping point. However,
it fails for grippers that deviate more significantly from
Gy (specifically, Go, G4, and G5). These results highlight

the limitations of baseline methods in disentangling object
geometry from positional priors. This capability is critical for
real-world applications where object and experiment setup
diversity are inherent.

3) Safety Analysis: We analyze how gripper mapping
and safety-constrained trajectory projection ensure safe
trajectory generation and successful task completion across
different grippers. As shown in Fig. 6, for Gripper Gy, as
mentioned in quantitative results, DP and DP 3D often result
in collisions. After introducing the safety-constrained tra-
jectory projection to DP and DP 3D on the inference phase,
the generated motions are projected within the defined safety
constraints, enabling both policies to successfully complete
the task without collisions, as shown in Fig. 6a. When testing



on gripper 1, which is longer than gripper Gy with TCP’s
shift +3.5cm, as shown in Fig. 6b, DP, DP 3D, and our
policy without the projection module consistently lead to
table collisions. In contrast, our policy ensures collision-free
execution by correctly adjusting the motion to the extended
gripper length. For the shorter gripper Gy, our policy without
gripper mapping fails to adapt the motion to the shorter
gripper compared to Gy, where TCP’s shift -4cm, resulting
in a grasping point that is too high above the object. However,
our full policy successfully generates adaptive motions that
account for the shorter gripper length, ensuring accurate and
stable object grasping. Fig. 7 displays our method’s rollout
of pick-and-place tasks with different grippers.

VI. CONCLUSIONS AND OUTLOOK

This paper proposes a diffusion-based policy for trans-
ferring pick-and-place knowledge across different grippers.
This knowledge transition does not require retraining or
fine-turning the policy with the new gripper’s configuration.
Instead, it only needs to introduce the configuration in the
policy inference phase and make the generated trajectories
satisfy safety constraints, ensuring the successful comple-
tion of pick-and-place tasks. To enhance the flexibility of
integrating different grippers into our method, the gripper’s
configurations can be described with free-form language
instructions during the policy inference phase.
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